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1. Introduction

This work deals with developing an operational approach to 
utilize the current possibilities of rainfall-runoff modelling for 
determining the risk of occurrence of flash floods in real-time. 
The report summarizes the results of research and develop-
ment stemming from the sub-task “Development of a robust 
method for estimating runoff from heavy rainfall”. This work 
was undertaken between 2008 and 2011 within the project 
SP/1c4/16/07 (Šercl et al. 2011).

This piece of research and development was inspired by the 
basic research reported in providing the Flash Flood Guidance 
(FFG), operated by the US National Weather Service (NWS) 
(Sweeney 1992). Its main output is the amount of rainfall of 
a given duration that is needed to cause bank-full conditions 
in smaller watercourses in the region, being dependent on the 
antecedent soil moisture conditions. This critical precipitation 
is termed the Flash Flood Guidance.

The research undertaken by the CHMI has resulted in devel-
opment of a system that produces the Flash Flood Indicator 

that has been given the acronym FFI. The system was original-
ly built using the ArcView GIS Avenue platform, with it being 
put into testing in June 2010 at the CHMI Hydrological Fore-
casting Department located in Prague. After three years of its 
operation, the system was transferred to ArcGIS using Python 
scripts.

The system contains three basic tools. These are:

a) �Estimation of existing or “current” soil moisture conditions 
based on a daily time-step water balance of precipitation, 
runoff and actual evapotranspiration.

b) �Derivation of the amount of precipitation of certain dura-
tion that may cause significant surface runoff in an area 
under the current soil moisture conditions.

c) �Determination of the risk of occurrence of flash floods at 
specific locations based on up-to-date rainfall data and 
their short-term forecasts (nowcasting).
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2. Definitions of Basic Terms

1	 7.6 mm per hour or more

This chapter provides an explanation of several important 
terms used in this report. In particular, it is a matter of ex-
plaining the differences between ‘local flooding’ and ‘flash 
flood’ and explaining the term risk in the context of flash 
flood risk and local flooding risk.

Torrential rain

Torrential rain refers to the heavy downpour of rain. There 
is no unique definition of it other than the definition pro-
vided by the NWS. The NWS defines torrential rain as “rain 
that accumulates at a rate of three tenths of an inch or more 
per hour1” (Omondi 2017).

In terms of hydrology, the definition could be taken as the 
rainfall intensity that exceeds the rate at which soil can in-
filtrate and detain water, causing the affected area to gen-
erate surface runoff. The time of runoff concentration at the 
affected area may, depending on the intensity of rainfall 
and its duration, lead to so-called flash flooding.

Flash flood

Flash floods are caused by torrential rainfall usually 
caused by convective storm(s). It results in rapid runoff 
on slopes, in otherwise dry valleys and in watercourses. 
They are characterized by a rapid rise of the water level 
lasting in the order of minutes to units of hours and a sig-
nificant impact of the dynamic force of turbulent flow as 
a factor in the occurrence of flood damage (Daňhelka et 
al. 2015).

A flash flood according to the American Meteorological 
Society is “Flooding with fast rise and fall times, which 
usually comes without warning and usually is the result of 
intense rain in a relatively small area”. The NWS extends 
this definition to “… a rapid and extreme flow of high water 
into a normally dry area or a rapid rise in water flow above a 
predetermined level, indicating a flood hazard, with a rise 
time less than 6 hours …” (NOAA 2010).

In the FFI concept, the term ‘flash flood’ is always meant 
to describe a hazardous event with attributes such as rap-
id rise of water level and high flow velocity. The risk of 
a flash flood occurrence (in short ‘flash flood risk’; the 
term ‘risk’ is explained in more detail in the text below) 
is computed in hydraulically connected small river basins 
and river reaches, so the flash flood risk can be estimated 

not only for the catchments affected by torrential rain, but 
also for the catchments located downstream.

Local flooding

The term ‘local flooding’ describes situations where tor-
rential rainfall is expected to cause high runoff volumes in 
small catchments or localized areas with minimal impact 
on main streams.

In the FFI concept, local flooding is always directly con-
nected with a territory affected by torrential rain. It is as-
sumed that pluvial flooding in urbanized areas is the main 
consequence of torrential rain. The risk of local flooding is 
estimated independently for individual grid cells, which 
are not hydraulically connected.

Risk

The term ‘risk’ is used throughout the report in the context 
of the risk of flash floods or local flooding occurrence. The 
risk can be expressed as a resulting value of the following 
formula:

Risk = hazard × (vulnerability × exposure)

The hazard is represented by potential or falling torrential 
rain over some specific place or territory, causing rapid run-
off. In case of torrential rainfalls and flash floods, a threat to 
the life of people is understood to be the main aspect of vul-
nerability; however, economic damage is often associated 
with flash floods as well, especially in cases of high density 
of settlements in the affected area. The exposure includes not 
only the aspects such as urban areas and village settlements, 
which are of high density even in headwater areas in Czechia, 
but also transportation infrastructure and popular outdoor 
activities like canoeing, camping, and hiking. Based on the 
above-mentioned facts, it was concluded that no stream could 
be excluded from the definition of the exposed territory, as all 
streams might experience the presence of people who are the 
main factor of vulnerability. It is therefore assumed that the 
best real-time estimate of the imminent flash flood risk equals 
the estimate of relative flash flood magnitude in a given area 
as compared to the theoretical Q100 value.

The general risk is possible to express as a combination of 
flash flood risk and local flooding risk, where the risk of 
local flooding is considered potentially less dangerous.
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3. �Current Possibilities of Operative 
Forecasts of Torrential Rainfall and 
Flash Floods

Rainfall associated with cumulonimbus clouds (Cb) is one 
of the phenomena resulting in severe convective storms. 
In Czechia, the most common cause of torrential rainfall 
of long duration (ranging from tens of minutes to sever-
al hours) is the slow progress of supercells or multicell 
storms, respectively, termed mesoscale convective systems 
(Řezáčová et al. 2007). Another cause of long-lasting tor-
rential rainfall is the so-called ‘train’ effect. This is a config-
uration of a series of storm cells that occur over time, with 
individual storm cells being formed at a particular place 
and then progressing along the same trajectory. That re-
sults in torrential rainfall of extreme amount affecting the 
same areas.

The formation of these types of convective storms is very 
dynamic, and it is therefore very complicated to predict 
the exact location of the torrential rainfall occurrence and, 
hence, the location of potential flash floods, even with the 
existing local area numerical weather prediction models, 
e.g., ALADIN.

While the regional flooding in both the summer and winter 
half of the year is predictable, and can also be well moni-
tored thanks to the relatively dense network of water-gaug-
ing stations, flash floods are quite differing. The main rea-
son for this is a relatively small area (mostly up to tens of 
km2), which is affected by heavy rainfall intensities, and the 
onset of the resultant floods that usually occur very rapidly.

One of the ways of achieving a prompt forecast of a poten-
tial flash flood in an operational setting is by processing 
the data from weather radar and automatic rainfall stations 
in the shortest possible time step and an automatic recal-
culation (transposition) to the individual river basins of 
interest. At the same time, the so-called nowcasting tools 
must be available, i.e., tools to timely predict the possible 
progress of existing convective systems. The case study by 
Šálek et al. (2006) sets out the following criteria for devel-
oping an effective flood warning system:

a) �provision of quantitative precipitation estimates based 
on reliable weather radar measurements,

b) �availability of nowcasting prediction for each radar 
measurement interval,

c) �hydrological rainfall-runoff modelling that allows pro-
cessing of every radar interval measurement,

d) �setting the size of the elementary catchment close to the 
horizontal dimensions of the convective storms,

e) �continuous data flow into the system enabling timely 
alerting.
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4. �Description of Methodological 
Procedures

Figure 4.1 below shows a schematic diagram of the FFI 
functioning, distinguishing graphically the inputs, outputs 
and processes that take place in the system. Numbers in 
brackets represent references to individual sub-chapters.

4.1 �Estimating the 
areal distribution 
of soil moisture

The amount of direct runoff resulting from rainfall is sig-
nificantly influenced by the antecedent soil moisture con-
ditions of the affected area, and more precisely, the actual 
retention deficit of the area. The retention capacity of the 
area is given by land cover (land use) and hydropedological 
(soil) characteristics.

The soil moisture retention capacity (A) of the area can be 
expressed by applying the CN parameter value using the 
relation: 
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Fig. 4.2 CNII values in a raster of 100×100 m.

New CN values (see Fig. 4.2) were derived using the data 
on hydropedological characteristics, which were among 
the results of a research project (Řičicová et al. 2007) and 
were provided by the Research Institute for Soil and Water 
Conservation (RISWC).

The CN values have been prepared in accordance with the 
methodology described in the research project (Řičicová et 
al. 2007), and represent the “average” moisture conditions. 
The CN value corresponding to these conditions is general-
ly referred to as the CNII. It can be concluded that in the dry 
season, or vice versa, in the wet season, the CN value will 
change significantly, but will remain within certain limits. 
These limits and their respective values are referred to as 
CNI (dry conditions) and CNIII (wet conditions).

The following formulas for calculating CNI and CNIII have 
been taken from Kovář (1990):

						      (4.2)

						    
(4.3)

9 

The CN is expressed as a dimensionless value that depends on the infiltration capacity of the 
soil surface, the moisture retention capacity of the soil, and the land use pattern that directly 
affects the infiltration capacity. 

In the sloping area, however, on top of the retention capacity of the soil, the gravitational force 
plays great role, with water flowing through the so-called preferential paths either on the surface 
(a network of permanent or ephemeral streams) or, in the case of permeable soils, as rapid sub-
surface (hypodermic) runoff just below the surface. In reality, usually a combination of these 
phenomena occurs. Therefore, it can be assumed that the amount of direct runoff will be greater 
in areas having a slope than in those that are flat. 

In order to improve determination of CN values, the soils were categorized into hydrological 
groups (primarily determined by soil permeability) along with their infiltration capacities, water 
retention capacity and the average slope of the area derived from a digital elevation model. 

New CN values (see Fig. 4.2) were derived using the data on hydropedological characteristics, 
which were among the results of a research project (Řičicová et al. 2007) and were provided by 
the Research Institute for Soil and Water Conservation (RISWC). 

 

Fig. 4.2 CNII values in a raster of 100×100 m. 

 

The CN values have been prepared in accordance with the methodology described in the 
research project (Řičicová et al. 2007), and represent the “average” moisture conditions. The 
CN value corresponding to these conditions is generally referred to as the CNII. It can be 
concluded that in the dry season, or vice versa, in the wet season, the CN value will change 
significantly, but will remain within certain limits. These limits and their respective values are 
referred to as CNI (dry conditions) and CNIII (wet conditions). 

The following formulas for calculating CNI and CNIII have been taken from Kovář (1990): 

𝐶𝐶𝐶𝐶𝑁𝑁𝑁𝑁𝐼𝐼𝐼𝐼 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼
2.334 − 0.01334 ⋅ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼

,        (4.2) 

𝐶𝐶𝐶𝐶𝑁𝑁𝑁𝑁𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼
0.4036 + 0.005964 ⋅ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼

.        (4.3) 

The corresponding soil moisture retention capacity values, indicated as AI and AIII, are 
determined according to Equation (4.1). 
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is fully saturated and unable to absorb additional water, to the specified maximum value 
(difficult to accurately estimate), when the upper soil layers are dry. During this dry condition, 

The corresponding soil moisture retention capacity values, 
indicated as AI and AIII, are determined according to Equa-
tion (4.1).

The soil moisture retention potential is considered to be in 
the range from zero, when the soil is fully saturated and un-
able to absorb additional water, to the specified maximum 
value (difficult to accurately estimate), when the upper soil 
layers are dry. During this dry condition, plants cannot take 
up more water from the soil, and actual evapotranspiration 
is zero. In our case, the value of potential retention capaci-
ty (AI) is estimated from the corresponding CNI value using 
Equation (4.2).

The total potential retention R will then be the sum of the 
current potential soil retention (A) and the soil surface re-
tention, which is commonly estimated as 0.2⋅A, see Equa-
tion (4.6).

If we denote the size of the total potential retention at time 
t1 as Rt1 and, analogously, at time t2 as Rt2, the mass balance 
equation can be written in the form:
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The input raster of rainfall totals Hs, within the operational 
regime of the FFI system, represents the rainfall estimates 
as a combination of weather radar data and rain gauge ob-
servations (Novák, Kyznarová 2014).

In terms of the approach, the magnitude of percolation HPZV 
is the most problematic element of Equation (4.4). Its value 
may be non-zero if there is some moisture surplus in the 
upper soil layers that cannot be removed by evapotranspi-
ration. In the proposed algorithm, the value of HPZV is esti-
mated from the relationships:
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HPZVi		  is percolation on the i-th day [mm],

HPZV (i − 1)		 is percolation on day (i − 1) [mm],

k1, k2		  are coefficients.

The coefficient k1 in Equation (4.7) is assumed to be 0.1 
over the whole territory of Czechia. This means that after 
deduction of evapotranspiration and runoff, 90% of water 
remains in the soil, while 10% of water flows through per-
colation into deeper soil horizons.

The coefficient k2 expresses the saturation of soil layers 
when the actual retention potential Ai is less than the re-
tention under average moisture conditions AII and the soil 
moisture above field capacity. The value of the coefficient 
k2 is therefore zero if the actual retention Ai is higher than 
the value of AII (soil moisture is lost only by evapotranspi-
ration, and it is not lost to groundwater during the period 
of rainfall). It reaches its highest value when the actual 
retention is lower than the value of AIII (the soil is heavily 
saturated and drains to deeper soil layers). In a situation 
where the retention is lower than AII but higher than AIII, 
the value of the coefficient k2 for the i-th day is calculated 
from the formula:
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The value of k2max is considered 0.9 and remains constant if actual potential retention is lower 
than AIII. 

The current total retention potential Ri can be converted according to Equation (4.6) to the 
retention of subsurface layer Ai, and the actual value of CNi can be derived by Equation (4.1). 

The actual value of soil moisture may not be obvious from the actual retention potential Ai at 
first glance, since the retention potential limit values can vary among various soil types. 
Therefore, a certain coefficient (or indicator) has been defined to express the current level of 
soil moisture content relative to the limit values. 
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Fig. 4.3 Relation of the retention potential A [mm] 
to the CN value for saturation indicators equal to 
−1, 0 and +1. The dashed line shows a modification 
of the saturation indicator calculated according to 
Equation (4.12).
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Specific value intervals of the UN indicator were character-
ized verbally, as indicated in Tab. 4.1.

The above-described methodology using a daily water 
balance to estimate soil moisture retention potential 
changes was tested in the project (Řičicová et al. 2007) 
at ten pilot river basins for 2002, 2003 and 2006 con-
ditions, where it proved its functionality in the basins 
located in the crystalline complex and in the flysch are-
as. The calculation failed only in basins representing the 
extremely permeable area of the Bohemian Cretaceous 
Basin, because the hydrological regime there is very 
specific, with extremely low variability of discharge and 
presence of threshold processes in complex geological 
structures. The criterion used to verify credibility of the 
method involved the statistically significant agreement 
(in terms of the coefficient of determination) in the tem-

poral variation of the saturation indicator versus the cor-
responding mean daily river flows.

Figure 4.4 provides an example of a map output with the 
spatial distribution of the values of the soil saturation indi-
cator valid for July 19, 2020 at 06:00 UTC.

4.1.1 �Determination of initial 
conditions for modelling

The model real-time simulation must start under certain 
predetermined initial conditions. The modelling starts at 
the beginning of the spring period (early April), when evap-
otranspiration is still quite negligible and the soil is soaked 
with water from previous precipitation or snowmelt. The 
values of current soil moisture conditions should be set so 
that they reflect the previous weather characteristics (rain-

Tab. 4.1 Verbal expression of the state of soil 
moisture of the area according to the range of 
values of the UN soil saturation indicator.

UN value range Description

≤ −0.7 Very low saturation

−0.69 to −0.3 Low saturation

−0.29 to +0.3 Saturation at field capacity

+0.31 to +0.7 High saturation

+0.71 to +1 Very high saturation

> +1 Extremely high saturation
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fall, air temperature, snow melting). This task is relatively 
difficult and subjective, see Chapter 6.2.

4.2 �Derivation of potential 
dangerous rainfall

4.2.1 �The flash flood risk and 
the Extremity Index

As already mentioned above, it is very difficult to predict the 
occurrence of a flash flood (i.e., flash flood risk) for a specif-
ic territory and to warn the population in time, especially 
as numerical weather prediction models cannot determine 
the timing and the river catchment(s) hit by the anticipated 
torrential rainfall with sufficient accuracy and lead time.

However, based on the information on the antecedent soil 
moisture conditions and physical-geographical character-
istics of the area, it is possible:

– �to estimate the magnitude of potential dangerous rainfall 
of a given duration that, if occurs, may cause surface run-
off of a specified significance in the area; and

– �to determine the imminent risk of a flash flood in a spe-
cific area based on current rainfall data (e.g., from weath-
er radar measurements) and very short-term forecasts of 
significant rainfall using nowcasting.

In order to determine the above values, it is helpful to have 
a reference value to determine or estimate the magnitude of 
potential flash flood risk. For this purpose, the theoretical 
value of the 100-year specific runoff q100 was chosen, where 
specific runoff is simply Q/CA (Q is discharge and CA means 
catchment area).

However, for small size river basins or small areas for which 
the calculation of potential dangerous rainfall or the immi-
nent flash flood risk is needed, direct hydrological obser-
vations are usually not available, so q100 must be estimated 
using indirect methods, if available, such as regional for-
mulas or regression relationships.

Fig. 4.4 Example of soil saturation indicator (UN) values valid for July 19, 2020 at 06:00 UTC.
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For the purposes of determining the flash flood risk, the 
procedure derived in a study by Šercl (2009) is used. The 
procedure to estimate q100 is based on the application of the 
so-called Extremity Index, which is the value integrating 
the relevant physical-geographical characteristics influ-
encing the runoff due to extreme rainfall.

The Extremity Index IE100 is derived using the formula:
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where 

M100 is the effective rain mass of 100-year 1-day rainfall [kg⋅m–2], 

V is a specific quantity representing the mean velocity of water flowing in the catchment 
[m⋅s– 1]. 

The determination of M100 is based on the derivation of effective rainfall R1001d according to 
the 100-year 1-day rainfall (i.e., daily rainfall total having a return period of 100 years) P1001d 
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where

M100	� is the effective rain mass of 100-year 1-day rainfall 
[kg·m–2],

V	� is a specific quantity representing the mean veloc-
ity of water flowing in the catchment [m·s–1].

The determination of M100 is based on the derivation of ef-
fective rainfall R1001d according to the 100-year 1-day rain-
fall (i.e., daily rainfall total having a return period of 100 

years) P1001d by the CN method and the conversion of the 
given volume to the mass (numerically M100 ≈ R1001d) using 
the CNII values.

To determine V, the following formula is used:

15 

by the CN method and the conversion of the given volume to the mass (numerically M100 ≈ 
R1001d) using the CNII values. 

To determine V, the following formula is used: 

𝑉𝑉𝑉𝑉 = 𝐿𝐿𝐿𝐿𝑢𝑢𝑢𝑢
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶 ⋅ 3600

,         (4.14) 

where 

Lu is the maximum flow length from the furthest point of the basin to the outlet [m], 

TC is the Time of Concentration [h], determined according to the formula: 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 1.67 ⋅ 𝐸𝐸𝐸𝐸𝐿𝐿𝐿𝐿𝐴𝐴𝐴𝐴𝐿𝐿𝐿𝐿,        (4.15) 

where 

TLAG is defined as the time difference from the centroid of the net rainfall2 to the peak 
discharge at the catchment outlet. The following empirical equation was used for the 
calculation: 
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1900 ⋅ √𝑌𝑌𝑌𝑌
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where 

Y is the average catchment slope in percent. 

The relationship between TC and TLAG is explained in the USDA Methodology 
(https://directives.sc.egov.usda.gov/viewerFS.aspx?hid=21422); Chapter 15 – Time of 
Concentration, p. 15-3 (verified on 6 December 2022). 

Figure 4.5 shows the spatial distribution of IE100 values as a grid3 with a cell size of 9 km2, 
where the calculation of potentially dangerous rainfall is taken into account (see Chapter 4.2.2). 
Obviously, the highest values are in areas with high slope (mountainous areas) and areas with 
reduced soil infiltration capacity (flysch areas, urban areas of large cities). Hence, there is a 
higher flash flood risk in these areas. 

 

Fig. 4.5 IE100 values represented in a grid with a cell size of 9 km2. 

 

2 Portion of rainfall which reaches a stream channel or the concentration point as direct surface flow. 

3 The grid, and not the catchment as an areal unit, has been chosen to make the index extremity values in the map 

easily comparable. 
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Fig. 4.5 IE100 values represented in a grid with a cell size of 9 km2.
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TLAG	� is defined as the time difference from the centroid 
of the net rainfall2 to the peak discharge at the 
catchment outlet. The following empirical equa-
tion was used for the calculation:
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where 

Y is the average catchment slope in percent. 

The relationship between TC and TLAG is explained in the USDA Methodology 
(https://directives.sc.egov.usda.gov/viewerFS.aspx?hid=21422); Chapter 15 – Time of 
Concentration, p. 15-3 (verified on 6 December 2022). 

Figure 4.5 shows the spatial distribution of IE100 values as a grid3 with a cell size of 9 km2, 
where the calculation of potentially dangerous rainfall is taken into account (see Chapter 4.2.2). 
Obviously, the highest values are in areas with high slope (mountainous areas) and areas with 
reduced soil infiltration capacity (flysch areas, urban areas of large cities). Hence, there is a 
higher flash flood risk in these areas. 

 

Fig. 4.5 IE100 values represented in a grid with a cell size of 9 km2. 

 

2 Portion of rainfall which reaches a stream channel or the concentration point as direct surface flow. 

3 The grid, and not the catchment as an areal unit, has been chosen to make the index extremity values in the map 

easily comparable. 
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Figure 4.5 shows the spatial distribution of IE100 values as 
a grid3 with a cell size of 9 km2, where the calculation of 
potentially dangerous rainfall is taken into account (see 
Chapter 4.2.2). Obviously, the highest values are in areas 
with high slope (mountainous areas) and areas with re-
duced soil infiltration capacity (flysch areas, urban areas 
of large cities). Hence, there is a higher flash flood risk in 
these areas.

The 100-year specific runoff (q100i) is then estimated from 
the following relationship:
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where 

b1, b2, and n are parameters of the regression relation, 

CA is the catchment area [km2], 

IE100 is the Extremity Index [J⋅m–2]. 

Regression coefficients b1, b2, and n in Equation (4.17) were derived on the basis of physical-
geographical characteristics of 46 gauged basins having drainage areas less than 200 km2, where 
their 100-year specific runoff mostly results (except for mountainous areas) from heavy rainfall. 
The coefficients were verified on 20 gauging stations. 

Equation (4.17) has a coefficient of determination of 0.792, with its regression coefficient and 
exponents being b1 = 2.431, b2 = 0.405, and n = –0.498. The spatial distribution of q100i values 
in a form of a grid with a cell size of 9 km2 is shown in Fig. 4.6. 

 

Fig. 4.6 q100i values represented in a grid with a cell size of 9 km2. 

 

The application of a rainfall-runoff model provides an estimate of the hydrograph of runoff 
response for the potential risk-inducing or observed torrential rainfall. This, then, provides an 
opportunity to compare the results to a predetermined critical ratio to the q100i values. 

 

4.2.2 Calculation of potential risk rainfall of a given duration 

The inspiration for addressing this issue was undoubtedly the ‘Flash Flood Guidance System’ 
(FFGS), which is operated by the NWS. The term ‘Flash Flood Guidance’ (FFG) is the sum of 
rainfall of a certain duration that causes flooding in local streams. The magnitude of the critical 
rainfall is primarily dependent on the antecedent soil moisture conditions of the area based on 
previous rainfall. FFG values for durations of one, three and six hours are updated daily. 
However, the method of determining these data is not very clear from the publication (Sweeney 
1992). 
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b1, b2, and n	 are parameters of the regression relation,

CA		  is the catchment area [km2],

IE100		  is the Extremity Index [J·m–2].

Regression coefficients b1, b2, and n in Equation (4.17) 
were derived on the basis of physical-geographical char-
acteristics of 46 gauged basins having drainage areas less 
than 200 km2, where their 100-year specific runoff mostly 
results (except for mountainous areas) from heavy rainfall. 
The coefficients were verified on 20 gauging stations.

Equation (4.17) has a coefficient of determination of 
0.792, with its regression coefficient and exponents being 
b1 = 2.431, b2 = 0.405, and n = –0.498. The spatial distribu-
tion of q100i values in a form of a grid with a cell size of 9 km2 
is shown in Fig. 4.6.

4.2.2 �Calculation of potential 
dangerous rainfall of 
a given duration

The inspiration for addressing this issue was undoubt-
edly the ‘Flash Flood Guidance System’ (FFGS), which is 
operated by the NWS. The term ‘Flash Flood Guidance’ 
(FFG) is the sum of rainfall of a certain duration that 
causes flooding in local streams. The magnitude of the 
critical rainfall is primarily dependent on the antecedent 
soil moisture conditions of the area based on previous 
rainfall. FFG values for durations of one, three and six 
hours are updated daily. However, the method of deter-
mining these data is not very clear from the publication 
(Sweeney 1992).

Further improvements in determining the magnitude of the 
potential dangerous rainfall leading to a flash flood is very 
difficult. The problem lies mainly in the determination of 
the lower limit (threshold) of the rainfall intensity that re-
sults in runoff causing potential damage.

It is obvious that, in addition to the antecedent soil mois-
ture conditions, the morphology of the terrain and the land 
use pattern will be important factors influencing flash flood 
events. Another important fact is that the flash flood is not 
limited to the surroundings of small watercourses alone, 
but may also occur in valleys that remain dry most of the 
year, or in areas having steeper slopes that may be affected 
by torrential rainfall.

The original intention was to calculate the potential dan-
gerous rainfall for hydrological basins. As these basins 
differ considerably in size (from about 0.5 to 30 km2), due 
to different physical-geographical characteristics (e.g., 
lengths of valleys), there is some inhomogeneity in esti-
mating the flash flood risk. To avoid this, the calculation 

has been designed in a way largely removing the influence 
of the basin size, namely by employing a grid with a cell 
having an edge length of 3 km.

These cells (or squares) in the calculations thus act as hy-
pothetical ‘catchment areas’ with a uniform area of 9 km2, 
for which the physical-geographical characteristics are ex-
pressed by average values over each given location having 
its specific slope, altitude, CNII, 100-year 1-day rainfall, 
100-year 1-day runoff, etc. The length of the ‘valley’ was 
set uniformly at 3,000 meters. The Extremity Index IE100 
and the 100-year specific runoff q100i correspond to the 
above-mentioned characteristics for each individual grid 
cell. The total number of cells, which cover the Czech terri-
tory, is 8,717.

A value of 25% of q100i (in this case 25% of IE100) was cho-
sen as the threshold. This level corresponds approximately 
to 2 to 5-year return period and is also a parameter (attrib-
ute of a specific grid cell) that can be modified based on 
performance assessment.

The basic task is, therefore, to determine the rainfall to-
tal of a given duration (in our case 1, 3 and 6 hours), 
which theoretically causes a peak flow at the level of 
25% of q100i. The calculation itself takes place in three 
following steps.

1. �Loading the layer of actual CN values and calculating 
their averages for each individual cell.

2. �Calculation of TLAG [h] for each cell (see Eq. 4.16).

3. �Determining the threshold peak flow and calculation of 
the corresponding rainfall depth using the SCS unit hy-
drograph method.
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The basic task is, therefore, to determine the rainfall total of a given duration (in our case 1, 3 
and 6 hours), which theoretically causes a peak flow at the level of 25% of q100i. The calculation 
itself takes place in three following steps. 
1. Loading the layer of actual CN values and calculating their averages for each individual cell. 
2. Calculation of TLAG [h] for each cell (see Eq. 4.16). 
3. Determining the threshold peak flow and calculation of the corresponding rainfall depth 

using the SCS unit hydrograph method. 

𝑄𝑄𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 ⋅ 𝑞𝑞𝑞𝑞100𝑃𝑃𝑃𝑃 ⋅ 𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴,        (4.18) 

where 

Qtr is the overall peak flow [m3⋅s–1], 

			 
(4.18)

where

Qtr	 is the overall peak flow [m3·s–1],

tr	 is the ratio to the specific runoff reference value of 	
	 0.25,

q100i	� is the 100-year specific runoff [m3·s–1·km–2] ob-
tained from Eq. (4.13) and Eq. (4.17),

CA	 is the area of the grid cell [km2], in our case 9 km2.

The flood volume is obtained from the schematic triangular 
shape of the flood hydrograph, where the base is the sum 
of the rise time (tp) and the fall time (tre) and the height is 
the overall peak flow Qtr (from the application of the SCS 
method):
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tr is the ratio to the specific runoff reference value of 0.25, 

q100i is the 100-year specific runoff [m3⋅s–1⋅km–2] obtained from Eq. (4.13) and Eq. (4.17), 

CA is the area of the grid cell [km2], in our case 9 km2. 

The flood volume is obtained from the schematic triangular shape of the flood hydrograph, 
where the base is the sum of the rise time (tp) and the fall time (tre) and the height is the 
overall peak flow Qtr (from the application of the SCS method): 

𝑣𝑣𝑣𝑣𝑝𝑝𝑝𝑝 = 𝐸𝐸𝐸𝐸𝐿𝐿𝐿𝐿𝐴𝐴𝐴𝐴𝐿𝐿𝐿𝐿 + 𝐷𝐷𝐷𝐷
2
,        (4.19) 

𝑣𝑣𝑣𝑣𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟 = 𝑣𝑣𝑣𝑣𝑝𝑝𝑝𝑝 ⋅ 1.67,        (4.20) 

𝑊𝑊𝑊𝑊𝐷𝐷𝐷𝐷 = 1
2
⋅ �𝑄𝑄𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ⋅ ��𝑣𝑣𝑣𝑣𝑝𝑝𝑝𝑝 + 𝑣𝑣𝑣𝑣𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟� ⋅ 3600��,     (4.21) 

where 

WD is the volume of the schematized flood hydrograph [m3], 

𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷 = 𝑊𝑊𝑊𝑊𝐷𝐷𝐷𝐷
𝐴𝐴𝐴𝐴 ⋅ 1000

,        (4.22) 

where 

RD is the runoff depth [mm], 

D is the duration of the critical rainfall [h]. 

The CN method is then used to derive the magnitude of the rainfall in mm from the ‘known’ 
direct runoff value. 

Figure 4.7 shows an example of the output from a potential risk-inducing rainfall of duration D 
= 3 hours for July 19, 2020 at 06:00 UTC. 

 

Fig. 4.7 Example of the areal distribution of potential risk-inducing rainfall for duration of 3 
hours valid for July 19, 2020 at 06:00 UTC. 
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The calculation is based on a well-defined scheme of hydrologically oriented elements (in the 
direction of flow), which form individual sub-catchments and river reaches. 

For all river sub-catchments that were considered, the following physical-geographical 
characteristics were derived in GIS: 

− catchment area CA [km2], 
− average slope of the catchment Y [-], 
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where

RD	 is the runoff depth [mm],

D	 is the duration of the critical rainfall [h].

The CN method is then used to derive the magnitude of the 
rainfall in mm from the ‘known’ direct runoff value.

Figure 4.7 shows an example of the output from a potential 
risk-inducing rainfall of duration D = 3 hours for July 19, 
2020 at 06:00 UTC.

4.3 �Determining the 
actual flash flood risk 
in a river basin system

The calculation is based on a well-defined scheme of 
hydrologically oriented elements (in the direction of 
flow), which form individual sub-catchments and river 
reaches.

For all river sub-catchments that were considered, the fol-
lowing physical-geographical characteristics were derived 
in GIS:

Fig. 4.7 Example of the areal distribution of potential dangerous rainfall for duration of 3 hours valid for July 
19, 2020 at 06:00 UTC.
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Fig. 4.8 Catchments and river reaches model 
configuration.

– catchment area CA [km2],

– average slope of the catchment Y [-],

– �distance from the catchment outlet to the hydraulically 
furthest point from the outlet (length of the longest flow 
path in the catchment) Lu [km],

– �slope of the longest flow path between 10% and 85% of 
its length S1085 [-],

– length of flow section Lt [km],

– Extremity Index IE100,

– �IE100r – corrected Extremity Index, determined as a weight-
ed average (according to every sub-catchment area) of 
the IE100 values for all sub-catchments lying upstream.

In the scheme, sub-catchments are distinguished either as 
upper (catchments 10, 20, 40; see Fig. 4.8) or lower with 
river reaches (catchment 30 and reach A, catchment 50 
and reach B). The lower catchment area can also be under-
stood as an inter-catchment.

The area of 120 km2 (subject to change) is considered the 
maximum river basin size (total area of upper and lower 
catchments) for which IE100r is calculated and for which 
the flash flood risk estimation is applied. There are 6,916 
catchments (could be changed) in FFI with area from sever-
al hectares to 30 km2 (in average 9 km2), which are hydro-
logically connected. The total number of gauging stations 
with a catchment area of 120 km2 or less is roughly 300, 
which means they cover only small part from all catch-
ments involved.

In the downstream catchments, in addition to the actual 
hydrological response calculation (hydrograph), the es-

timation of the travel time and flow transformation in the 
river reach is also performed (river routing).

The basic input to the calculation includes:

– �average rainfall depth from adjusted radar QPEs for all 
considered catchments in the form of a hyetograph in the 
defined time step (15 minutes, subject to change), while 
the period of 3 hours before the individual model run and 
30 minutes (subject to change) of nowcasting is used, and

– �updated CN values derived from the water balance calcu-
lations described in Chapter 4.1, in the form of average 
values for all considered catchments.

The calculation procedure can be divided into the follow-
ing steps:

– �15-minute rainfall depths are transformed into runoff 
depths (rainfall excess) using the CN method described 
in Chapter 4.1.

– �The hydrological response is calculated for individual 
catchments in the form of discharge time series using the 
selected unit hydrograph method (SCS or Clark).

– �In downstream sub-catchments, the river routing of the 
inflow hydrograph(s) from upstream catchment(s) is ap-
plied (Muskingum), and the resulting overall hydrograph 
is calculated as the sum of the ordinates of the hydrolog-
ical response of the particular catchment and the routed 
hydrograph.

– �Finally, estimated peak flow values in the catchment out-
lets are compared to the defined thresholds (selected ra-
tios to q100i are used).

4.3.1 Calculation of runoff response

The unit hydrograph methods according to Clark and 
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the peak flow in the catchment), the Clark unit hydrograph 
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– TC – time of concentration [h],

– �R – transforming factor [h] reflecting the retention time of 
water in the catchment (storage coefficient),

– �Time-area curve describing dependence of the response 
time on the size of the catchment area.

Several formulas are available to estimate the TC value, see 
Dingman (2002). Our solution uses the SCS formula (Soil 
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Conservation Service in the USA, now called the USDA), to 
derive the TLAG, see Equation (4.16).

The time of concentration, TC, is then estimated from Eq. 
(4.15).

As is apparent from Equation (4.16), the value of TLAG, and 
hence the value of TC, are not constant but vary with re-
spect to the current value of CN, which determines the max-
imum retention of the catchment by Equation (4.2).

There are only few ways of estimating a transforming factor 
R. It is usually estimated as n times the time of concentra-
tion:
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S1085 is the slope of the longest flow path between 10% and 85% of its length [-], 

a, b, c are the parameters that were originally derived by the State of Illinois in the USA 
(Straub et al. 2000). 
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where

S1085	� is the slope of the longest flow path between 10% 
and 85% of its length [-],

a, b, c	� are the parameters that were originally derived by 
the State of Illinois in the USA (Straub et al. 2000).

The Equation (4.24) is more sophisticated than Equation 
(4.23), because it involves reliance on the physical geo-
graphic characteristics of a particular catchment, therefore 
it was used to estimate the transforming factor R.

Based on simulated calculations of flood events in Czechia, 
the parameters of Equation (4.24) were found to be a = 80, 
b = 0.342, c = –0.79.

In contrast to the TLAG (or TC) values, the value of the trans-
forming factor R can be considered constant over time, 
since the length and slope of the valley are geomorpholog-
ical characteristics that only change with geological and 
geomorphological processes.

Dependence of the response time on the catchment area 
(i.e., time-area curve) is calculated from the formulas:

						      (4.25)

						    
(4.26)

21 

The Equation (4.24) is more sophisticated than Equation (4.23), because it involves reliance on 
the physical geographic characteristics of a particular catchment, therefore it was used to 
estimate the transforming factor R. 

Based on simulated calculations of flood events in Czechia, the parameters of Equation (4.24) 
were found to be a = 80, b = 0.342, c = -0.79. 

In contrast to the TLAG (or TC) values, the value of the transforming factor R can be considered 
constant over time, since the length and slope of the valley are geomorphological characteristics 
that only change with geological and geomorphological processes. 

Dependence of the response time on the catchment area (i.e., time-area curve) is calculated from 
the formulas: 
𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡
𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴

= 1.414 ⋅ � 𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶
�
1.5

, if t ≤ 0.5 ⋅ TC,       (4.25) 

𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡
𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴

= 1 − 1.414 ⋅ �1 − 𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶
�
1.5
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CAt is the catchment area contributing to runoff at time t [km2], 

CA is the total catchment area [km2]. 

The runoff responses are always calculated for individual hyetographs of effective rainfall (5 
minutes in our case) and the resulting hydrograph is determined by convoluting partial 
hydrographs. Detailed description of runoff response calculation according to the Clark and 
SCS methodologies is provided in [16]. 

4.3.2 Wave routing 

The Muskingum method was used for the hydrograph routing. It is thoroughly described in the 
literature, see USACE (1994), and is based on a simple water balance at the inlet and outlet of 
the river reach: 

𝑆𝑆𝑆𝑆 = 𝐾𝐾𝐾𝐾 𝐾 [𝑋𝑋𝑋𝑋𝐼𝐼𝐼𝐼 + (1 − 𝑋𝑋𝑋𝑋) ⋅ 𝑂𝑂𝑂𝑂], where        (4.27) 

S is the volume of water retained in the river reach [m3], 

O is the average runoff from the river reach [m3s−1], 

I is the average inflow into the river reach [m3s−1], 

K is the time of wave progression for the given river reach [h], 

X is the transformation factor [-]. 

The method has two parameters K and X which must be estimated. The parameter X takes values 
from 0 to 0.5, where the value 0.5 represents the zero transformation and the value 0 represents 
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The method has two parameters K and X which must be es-
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the value 0.5 represents the zero transformation and the 
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termining the parameter K, it is necessary to estimate the 
velocity of the wave in the given river reach and its known 
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the maximum transformation. For determining the parameter K, it is necessary to estimate the 
velocity of the wave in the given river reach and its known length. 

Empirical relations were proposed for estimating the parameters X and K: 

𝑋𝑋𝑋𝑋 = 0.5 ⋅ 𝑆𝑆𝑆𝑆1085−𝑆𝑆𝑆𝑆1085min
(𝑆𝑆𝑆𝑆1085max−𝑆𝑆𝑆𝑆1085min)𝑛𝑛𝑛𝑛𝑋𝑋𝑋𝑋,       (4.28) 

𝐾𝐾𝐾𝐾 = 𝐿𝐿𝐿𝐿𝑡𝑡𝑡𝑡
𝑃𝑃𝑃𝑃⋅𝑛𝑛𝑛𝑛𝐾𝐾𝐾𝐾⋅3.6

,          (4.29) 

where 

S1085 is the value of S1085 in the basin, 

S1085min is the minimum value of S1085 found in Czechia, 

S1085max is the maximum value of S1085 found in Czechia, 

nX is a coefficient considered to be equal to 1/3, 

Lt  is the length of the stream in the river reach [km], 

V  is a value of velocity [ms–1] obtained from Equation (4.14), 

nK  is the coefficient considered to have a value of 3. 

Based on experience, the value of the parameter K has significantly greater effect on the overall 
result of the routing procedure than parameter X. The values of the coefficients nX and nK were 
estimated based on an analysis of the disastrous flash flood of July 2002 at the Hodonínka 
Stream (left tributary of the Svratka River) in Blansko, where the flows were evaluated in 
several profiles of the main stream as well as of tributaries (Soukalová 2002). 

4.3.3 Criterion for determining the level of the flash flood risk 

During the calculation process, catchments are eliminated for which the criterion for flash flood 
risk warning is most likely not met. This criterion is set as a ratio (set at 0.1) of the value of 
current extremity index relative to the extremity index IE100. The actual extremity index is 
calculated according to Equation (4.13), but in the equation, the values of runoff and velocity 
are used according to the current state of catchment saturation. 

For remaining catchments, the calculation is performed according to the approach mentioned 
above. The value of the maximum specific qmaxi runoff in the river basin profiles is compared 
to the specific runoff values q100i, based on their multiplication by threshold ratios (r1, r2 and 
r3), and the level of the flash flood risk is determined, see Tab. 4.2. 

Tab. 4.2 Description of the warning levels for flash flood risk and their threshold ratios. 

Risk level Description 
Threshold 
ratio (ri) 
in 2021 
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where

S1085	 is the value of S1085 in the basin,
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nX	 is a coefficient considered to be equal to 1/3,

Lt 	 is the length of the stream in the river reach [km],

V 	� is a value of velocity [m·s–1] obtained from Equa-
tion (4.14),

nK 	 is the coefficient considered to have a value of 3.

Based on experience, the value of the parameter K has sig-
nificantly greater effect on the overall result of the routing 
procedure than parameter X. The values of the coefficients 
nX and nK were estimated based on an analysis of the dis-
astrous flash flood of July 2002 at the Hodonínka Stream 
(left tributary of the Svratka River) in Blansko, where the 
flows were evaluated in several profiles of the main stream 
as well as of tributaries (Soukalová 2002).

4.3.3 �Criterion for determining the 
level of the flash flood risk

During the calculation process, catchments are eliminated 
for which the criterion for flash flood risk warning is most 
likely not met. This criterion is set as a ratio (set at 0.1) of 
the value of current extremity index relative to the extrem-
ity index IE100. The actual extremity index is calculated ac-
cording to Equation (4.13), but in the equation, the values 
of runoff and velocity are used according to the current 
state of catchment saturation.

For remaining catchments, the calculation is performed 
according to the approach mentioned above. The value of 
the maximum specific qmaxi runoff in the river basin pro-
files is compared to the specific runoff values q100i, based 
on their multiplication by threshold ratios (r1, r2 and r3), 

and the level of the flash flood risk is determined, see 
Tab. 4.2.

4.4 �Determination of 
the risk of local 
flooding in a grid

The procedure is likewise applied to the polygon layer of 
a regular square of 3×3 km size; the structure, including 
attributes, is described in Chapter 4.2.2.

The disadvantage of this approach is the hydrological dis-
continuity resulting from the characteristics of the input 
layer (individual squares are not hydraulically connected), 
so the assessment of the risk is derived from only the rain-
fall that has occurred (or potentially will occur) on a specif-
ic area delimited by the polygon.

On the contrary, the advantage lies in the fact that the cal-
culations are carried out on areas of a uniform size, and 
the probability is determined for the whole area of Czechia, 
including the areas surrounding the large watercourses, 
where pluvial flooding might occur with significant conse-
quences.

The calculation itself is much simpler than the approach 
described in Chapter 4.3. It uses the current soil moisture 
conditions of the area given by the CN values for each 
square. According to Equation (4.17), the TLAG parameter is 
determined from the physical-geographical characteristics, 
and the maximum specific runoff is determined by the SCS 
unit hydrograph method.

The rainfall input is in the form of 2-hour total of adjusted 
radar QPEs as an average for each square (grid), utilizing 
two methods. In the first method, the rainfall input is taken 
as a total of the rainfall that occurred in previous 2 hours. 

Risk level Description
Threshold  
ratio (ri)  
in 2021

1 Low to medium risk
High rise of water level, the flow stays in river bed, public should stay informed 
about situation

0.15

2 High risk
Flow gets out of river bed locally, there are not significant damages, public 
should pay increased attention and try to protect its property

0.40

3 Very high risk
Flow gets out of river bed in many places, there are significant damages on 
property, possible loss of life, public should be prepared for evacuation

0.80

Tab. 4.2 Description of the warning levels for flash flood risk and their threshold ratios.
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In the second method, the rainfall total is taken as the sum 
of rainfall that occurred in previous 60 minutes and the 
amount of rainfall predicted for the next 60 minutes (from 
nowcasting). The results are evaluated separately for both 
methods, and the result showing a higher potential risk 
is considered the resulting risk of local flooding for each 
square (grid).

The value of the maximum specific runoff qmaxi for each grid 
cell is compared to the specific runoff values q100i, based on 
the threshold ratios (r1, r2 and r3) against the value of q100i, 
and that way the level of local flooding risk is determined, 
see Chapter 4.3.3.

The meaning of warning levels for local flooding is similar 
to those described in Chapter 4.3.3 (Tab. 4.2), but the risk 
is primarily focused on locations, which are not near per-
manent watercourses, see Tab. 4.3.

The ratios r1, r2, r3 in Tab. 4.2 and Tab. 4.3 were estimated 
empirically as constant values all over the Czechia. Their 
values may be changed based on experience.

Risk level Description
Threshold ratio (ri)  
in 2021

1
Low to medium 
risk

Concentrated surface runoff begins to form outside the river beds, flooding 
may already occur in the lowest places, most of the time there is no damage to 
property, public should stay informed about situation.

0.25

2 High risk
There is a concentrated surface runoff, lower places are flooded, but most of the 
time there is no significant damage to property, but residents should keep a close 
eye on the development of the situation and try to protect their property.

0.60

3 Very high risk
There is a significantly concentrated surface runoff, extensive flooding at lower 
places, significant damage to property and potential risk of fatalities, residents 
should not put themselves at risk and stay as far as possible in safe places.

0.95

Tab. 4.3 Description of the warning levels for local flooding risk and their threshold ratios.
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5. Description of the FFI Operation

4	� There’s a four level organization of autonomous public government: national, 14 regions, 205 municipalities with extended 
powers (MEP), and approx. 6000 local municipalities.

The FFI is operated from mid-April to mid-October. It is 
the time of the year when one usually expects significant 
convective precipitation and subsequent flash floods on 
Czechia’s territory.

The FFI system can be run either interactively (from the GIS 
environment) or automatically, using a task scheduler in 
the operating system. Based on the auto-start interval, the 
FFI procedures can be operated in the following ways:

– run in a daily time step, 
– run in a shorter time step (by configuration).

In the daily step, the output is produced in the following 
GIS layers:

– �up-to-date data on the soil moisture conditions of the area 
(represented by CN values), derived from the daily time 
step of the water balance of the daily rainfall, runoff and 
evapotranspiration, where the main output is the so-called 
soil saturation indicator (for description, see Chapter 4.1),

– �potential dangerous rainfall amounts of a given duration 
(1, 3, and 6 hours) for grids with the cell size of 9 km2 (for 
description, see Chapter 4.2).

For each of the above procedures, configuration files are 
available. These files contain many parameters users can 
set up, e.g., the paths to input data and the names of fold-
ers to store the results, computing time step, q100i threshold 
ratios to for determining individual risk levels, and many 
others.

These calculations are run several times a day (usually 
three times), in order to be able to correct possible errors in 
the input data and recalculate the results with the correct-
ed inputs (what applies mostly to rainfall).

The system launch in shorter, user-defined, step includes 
comprehensive procedure ensuring the import of radar 
QPEs (including nowcasting) and calculation of runoff re-
sponse at the corresponding individual catchments through 
a network of hydrologically connected elements of the riv-
er basin and river reaches. For each individual catchment, 
imminent flash flood risk level is computed (Chapter 4.3).

After the completion of the above procedure, the calcula-
tion of the risk level of local flooding in the grids with the 
cell size of 9 km2 is started (Chapter 4.4).

As the main result, the level of local flooding risk and 
flash flood risk is determined for each municipality with 
extended powers (MEP)4. District responsibilities are 
among others clearly defined in the field of flood man-
agement.

The combination of the computed level of the risk of local 
flooding and the level of the flash flood risk in catchments 
is applied to set a general risk for each MEP, see Tab. 5.1.

If an imminent risk of flood is detected, warnings are gener-
ated in the following formats:

– �structured XML file with the information about the flash 
flood risk for particular MEPs; this file can be used, e.g., 
as an input to the CHMI mobile application,

– �plain text file with the information about the flash flood 
risk in particular catchments and corresponding MEPs,

– �plain text file with the information about the risk of local 
flooding in corresponding MEPs.

All outputs are stored in ESRI file geodatabases in the form 
of raster datasets, vector datasets or standalone tables. 
Selected data are then transferred to the cloud storage on 
ArcGIS Online and displayed in the form of web maps and 
through interactive web mapping applications.

Tab. 5.1 Matrix for setting a general risk level for 
MEPs. Rows represent the flash flood risk,  columns 
represent the local flooding risk.

Local flooding risk level

No risk
Medium 

risk
High 
risk

Very 
high risk

Flash
flood 
risk level

No risk No risk
Medium 

risk
Medium 

risk
High risk

Medium 
risk

Medium 
risk

Medium 
risk

Medium 
risk

High risk

High risk
Medium 

risk
High risk

High 
risk

High risk

Very high 
risk

High 
risk

Very high 
risk

Very 
high 
risk

Very 
high risk
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The following two figures (Fig. 5.1 and 5.2) show the web 
maps that are presented on the CHMI website.

Figure 5.1 represents a web map with a soil saturation indi-
cator, while in Fig. 5.2, the potential dangerous precipita-
tion with a duration of 3 hours is displayed. Both web maps 
are fully interactive.

Figure 5.3 illustrates the web map application in which it is 
possible to show all important and actual FFI system out-
puts:

– soil saturation indicator,

– �potentially dangerous precipitation with duration of 1, 3 
and 6 hours,

– �local flooding risk for particular MEPs,

– �flash flood risk for particular MEPs,

– �general flash flood risk for particular MEPs as a combina-
tion of the local flooding risk and the flash flood risk (see 
above in this chapter),

Fig. 5.1 Soil saturation indicator map valid for May 13, 2023 at 06:00 UTC as presented on the CHMI website. 
For map legend translation, see Tab. 4.1.

Fig. 5.2 Map of potential dangerous rainfall amounts with the duration of 3 hours valid for May 13, 2023 at 
06:00 UTC as presented on the CHMI website.
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Fig. 5.3 The outputs from web map application ‘Flash Flood Indicator’ running on the ArcGIS Online platform. 
It depicts the soil saturation indicator layer (upper-right), precipitation amounts ≥ 10 mm/2h overlaid on 
general flash flood risk for affected MEPs (bottom left).

Fig. 5.4 Physical-geographical characteristics of the Oskava basin (left). Adjusted radar QPE for June 7, 2020 
17:00–20:00 UTC and potential dangerous precipitation for the duration of 3 hours (right) for June 7, 2020 
at 06:00 UTC.
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22. červen 2017

Fig. 5.5 The saturation indicator valid for June 7, 2020 at 06:00 UTC (left) and the saturation indicator valid 
for June 8, 2020 at 06:00 UTC (right).

Fig. 5.6 Local flooding risk (left) and flash flood risk (right) for June 7, 2020 at 20:10 UTC.
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– �sum of adjusted radar QPEs in the grids of resolution 
3×3  km during previous 2 hours, if the sum was high-
er than 10 mm or if this sum represented a risk of local 
flooding,

– �sum of adjusted radar QPEs in the grids of resolution 
3×3 km for the previous hour plus the hour ahead taken 

5	� The FFI procedure, which determines the risk of a torrential flood in a system of hydrologically connected basins, calculates the 
whole progress of the hydrological response on individual catchments and sub-catchments.

from nowcasting, if the sum is higher than 10 mm or if 
this sum represents a risk of local flooding,

– �flash flood risk in the river basin system, where, in addi-
tion to indicated level of risk, time of the peak flow can 
be displayed5 with the possibility to filter the catchments 
where the peak flow is being expected.

A detailed FFI outputs for a particular flood event that oc-
curred on June 7, 2020 in the north of Moravia in the Oska-
va River basin are presented. The Oskava River is a left trib-
utary of the Morava River.

The flood was caused by torrential rainfall that had occurred 
over the area for about three hours. The thunderstorms were 
advancing from south to north, arranged in so called train 
effect. The runoff response was very rapid and accompanied 
by debris flow. Property damage was considerable, and, un-
fortunately, there were also two fatalities reported.

There are two water gauging stations in the Oskava River 
basin. Dlouhá Loučka water gauge (Oslava Stream; catch-
ment area 80.8 km2) recorded the peak flow with a return 
period of 50 years. At a downstream laying Uničov water 
gauge (Oskava River; catchment area 256.26 km2), the 
peak flow return period was significantly shorter due to 
flood transformation in the floodplain.
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Fig. 5.7 Observed and forecasted hydrographs at the 
Dlouhá Loučka water-gauging station. The X-axis 
presents the local time (CET).

Fig. 5.8 Rainfall above 10 mm and actual risks for the MEPs in Czechia taken from the FFI application for 
June 8, 2020 18:30 UTC.
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Figures 5.4–5.7 show the flood situation in the Uničov re-
gion from the perspective of FFI outputs. The sum of three-
hour adjusted QPEs and three-hour potential dangerous 
precipitation are shown in Figure 5.4 on the right. Figure 
5.5 shows the saturation indicator valid before the precipi-
tation event occurred and the saturation indicator valid on 
the following day.

The flash flood risk and the risk of local flooding by the 
20:10 UTC are shown in Fig. 5.6. Figure 5.7 shows the hy-
drographs of the flood at Dlouhá Loučka water gauge calcu-
lated by FFI rainfall-runoff routine initiated at 19:50 UTC 
and at 20:10 UTC in comparison to observed hydrograph of 
the flood derived from the rating curve.

Fig. 5.9 Rainfall above 10 mm and actual risks for the MEPs and small catchments in the Uničov region taken 
from the FFI application for June 8, 2020 at 19:50 UTC.

Torrential rain and  
the formation of 
a torrential flood  
(footage from the bus 
driver's cab).

The aftermath of 
a flash flood  
(footage of 
firefighters).
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FFI procedures continuously 
detected the flash flood risk or 
the risk of local flooding on that 
day already during the after-
noon when local intense show-
ers and rainstorms occurred 
at many places. In most cases, 
there were only the lowest lev-
els of the risk.

As early as 17:50 UTC, the low-
est level of local flooding was 
estimated for the territories of 
the Šumperk and Rýmařov MEPs 
neighbouring the most affected 
Uničov MEP. Similar signal was 
obtained from 18:10 UTC cal-
culation. For the most affected 
area of the Uničov region, the 
risk of local flooding or flash 
flood was first indicated by the 
run from 18:30 UTC (Fig. 5.8). 
However, in the next run at 
18:50 UTC, “very high risk” of 
the flash flood was computed for 
the Oskava River catchment, and “high risk” level was 
identified for the Oslava and Dražůvka Streams as well 
as for other catchments of smaller tributaries of above 
mentioned rivers. From that time, each run (every 20 
minutes) delivered high or very high risk of flash flood 

or local flooding for most watercourses in the Uničov, 
Rýmařov and Šumperk MEPs territories (Fig. 5.9). The 
warnings were issued until midnight, while their issuing 
stopped with weakening rainfalls and culminating water-
courses in the affected area.
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6. FFI Operation Experience

As already mentioned, the FFI system was put into trial op-
eration in 2010. However, the system and its procedures 
were further developed and optimized during the following 
years. Experience from the period 2017–2020 shows that 
the system operation and results are reliable. Remaining 
problem is related to the quality of input data, in particu-
lar the adjusted radar QPEs. Another issue is the lack of re-
al-time quality control of the data from rain gauges.

6.1 �Influence of input data 
quality and reliability

The FFI is a rainfall-runoff model where the quality of out-
puts depends on the quality of inputs.

First, it is important to say that necessary input data to 
the system were, with some minor exceptions, supplied 
for processing in time. However, the quality of data rep-
resents an issue that will be described in detail further in 
the text.

6.1.1 QPE calculation

Areal quantitative rainfall estimate (QPE) is arguably the 
most important input to the FFI. These estimates are based 
on the combination of radar and rain gauge measurements.

In the first step, radar reflectivity measurements are con-
verted into radar-only rainfall estimates. The radar-only es-
timates are based on the PseudoCAPPI 2 km radar product 
(radar reflectivity at the altitude of 2 km above mean sea 
level), which was previously identified as optimal for rain-
fall estimates over the territory of Czechia (Novák, Kráčmar 
2001). It is close enough to the ground to be representa-
tive of the rainfall at the ground but, on the other hand, far 
enough not to be significantly influenced, e.g., by the ter-
rain features or orography attenuation. The Marshall-Palm-
er equation in the form
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where

Z	 is the reflectivity factor in [mm6·m–3], and

R	 is the rainfall rate in [mm·h–1],

is used for conversion of the radar reflectivity into the rain-
fall rate. Two thresholds are applied to the converted rain-
fall rate values:

– �if Z < 7 dBZ, R = 0 mm·h–1, the threshold condition is used 
to eliminate weak non-precipitation echoes,

– �if Z ≥ 55 dBZ, R = 99.85 mm·h–1, the threshold condition 
is applied to reduce rainfall rate overestimations caused 
by the occurrence of hails in convective storms.

In the next step, converted rainfall rate fields are integrat-
ed for given time periods to get the radar-only rainfall esti-
mates. Radar measurements are updated every 5 minutes, 
which should be sufficient to get a realistic smooth areal 
rainfall estimate in most cases. Problems may occur in case 
of fast-moving storms when we can see periodic changes 
in rainfall along the storm path (‘stroboscopic’ effect). To 
eliminate this effect, radar products are interpolated into 
fields with a 1-minute time step using the COTREC moving 
vector fields (Novák 2007; Novák et al. 2009) before the 
QPE accumulation. In operation, rainfall accumulations 
(radar-only rainfall estimates) are calculated every 5 min-
utes for different time intervals.

Every 10 minutes, as the new rain gauge measurements 
are available, the advanced radar-rain gauges method 
MERGE2 (Novák, Kyznarová 2014; Novák, Kyznarová 
2016) is run operationally to improve the rainfall esti-
mates. The MERGE2 method generates the merged radar 
– rain gauge rainfall estimates (called MERGE product or 
simply MERGE). It also produces an adjustment coefficient 
that is further used to adjust radar-only rainfall estimates 
(for applications, including FFI, where there is a need 
for processing before merging with in-situ observations) 
and radar-only extrapolation (nowcasting) forecasts. The 
MERGE2 method was developed as a universal tool for all 
types of rainfall and it was not targeted at any specific hy-
drological model or application. All the calculations are 
based on moving 1-hour rainfall sums.

The adjustment coefficient, also called Mean Field Bias 
(MFB), is a robust conservative scalar coefficient comput-
ed as a ratio between the sum of 1-hour rainfalls measured 
by rain gauges over the territory of Czechia and the sum of 
corresponding 1-hour radar-only rainfall estimates (radar 
estimates at the grid points where the rain gauges are locat-
ed). Rain gauge measurements are summed not only on the 
basis of the current (latest) time of observation, but previ-
ous measurements are also used. The time window used for 
the summation is dynamic (ranging between 3 hours and 
3 days), depending on available rainfall data. The sum-
mation process is finished when a sufficiently large sum of 
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rain gauge measurements (currently 100 mm) is obtained. 
The weights of older rainfall measurements decrease expo-
nentially.

The MERGE product is calculated using kriging with exter-
nal drift (KED), where rain gauge measurements are inter-
polated and the radar field is used as an external drift field. 
KED is one of the best available geostatistical methods for 
calculation of combined radar – rain gauge rainfall esti-
mates (Goudenhoofdt, Delobbe 2009) with application in 
various countries. The primary MERGE products are mov-
ing 1-hour sums of rainfall estimates, and their calculation 
is updated every 10 minutes. The MERGE method also gen-
erates other sums for longer time intervals (e.g., 3 h, 6 h, 12 
h, 24 h). These sums are calculated as moving sums of the 
primary 1-hour products.

So called adjusted radar QPEs (the radar-only estimates 
multiplied by the adjustment coefficient) are typically 
worse than the MERGE estimates. The reason for applying 
the adjustment coefficient is that the adjusted radar QPEs 
can substitute the KED products in cases when the KED ap-
plication is numerically impossible or the result would be 
problematic (too low correlation between radar and rain 
gauge values or not enough non-zero rain gauge measure-
ments). The second reason is that the adjustment coefficient 
can be applied also to the radar-only estimates or forecasts 
when rain gauge measurements are not yet available to cal-
culate MERGE (rain gauge measurements are available for 
the MERGE calculation process approx. 20 minutes after 
the nominal time). An example of such application is the 
provision of radar estimates just for the FFI. The FFI needs 
these data as early as possible. Delays associated with the 
MERGE product availability are not acceptable. That is why 
the last available adjustment coefficient is used to adjust 
the radar-only estimates and forecasts. These products, on 

Fig. 6.1 Distribution of radar-only QPE vs. rain gauge 
under/over estimation. Comparison is based on sums 
of 1-hour rainfalls over Czechia. The distribution is 
calculated for estimates at individual times with 
10-minute step during May–September 2018–
2020 (a), and during selected significant FFI cases 
between 2018 and 2020 (b) when areal sum of rain 
gauge measurements over Czechia was ≥ 10.0 mm.

(b)

(a)

Fig. 6.2 Comparison of 1-hour rain gauge rainfalls 
and radar-only estimates at individual rain gauge 
locations during May–September 2018–2020.
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the other hand, are available with the delay of 1 or 2 min-
utes after the nominal time.

Before upgrading the Czech weather radar network in 
2015, the radar-only rainfall estimates typically underes-
timated the real rainfall intensity. There were also prob-
lems caused by unfiltered RLAN/Wi-Fi interferences and 
persistent ground clutters caused by the wind farms. New 

polarimetric weather radars were installed in 2015 (Novák 
2016; Novák, Kyznarová 2016) and new dual-polariza-
tion measurements enabled much more effective filtering 
of such non-meteorological echoes. They also enabled the 
correction of radar signal attenuation in strong precipita-
tion, which, together with improved radar calibration, led 
to a decrease in bias of the radar-only rainfall estimates. 
As shown in Fig. 6.1 (a) and Fig. 6.2, the radar-only rain-
fall estimates are currently not biased, which means that 
radars are correctly calibrated and the coefficients of the 
Marshall-Palmer equation are correctly chosen. Figures 
also show the variability of radar rainfall under/over es-
timation, in comparison to the rain gauge measurements, 
which are caused by the natural variability of drop size dis-
tribution in the precipitation clouds, but also by other fac-
tors, e.g., evaporation of precipitation in the lower parts of 
the atmosphere before reaching the ground, or the issue of 
comparing point rain-gauge measurements with the mean 
areal radar estimate over the grid area 1×1 km, which often 
do not correspond, especially in convective rainfall that is 
often highly variable. While radar-only rainfall estimates 
are not biased if we evaluate the whole warm seasons 
2018–2020, the slight overestimation is apparent when 
only significant FFI cases with intense convective rainfall 
(see Chapter 6.1.3 for details) are evaluated, as depicted in 
Fig. 6.1 (b).

Comparison of individual radar-based rainfall estimates 
(Novák, Kyznarová 2014; Novák, Kyznarová 2016) showed 
that the adjusted radar QPEs improve the radar-only esti-
mates. Improvement is more significant in cases of system-
atic under/over estimation of radar-only rainfalls (typical 
of previous generation of radars operated until 2015). As 
can be seen in Fig. 6.3, the adjustment coefficient is not 
biased but it is scattered. This scatter is caused by the con-

Fig. 6.3 Comparison of under/over estimation of 
the areal sum of the radar-only 1-hour rainfall 
estimates and the MFB adjustment coefficient 
during May–September 2018–2020.

(b)(a)

Fig. 6.4 Example of radar under/over estimation variability for 6 days from June 3, 2019 to June 9, 2019 
(a), and a detailed view of variability over 18-hour period from June 6, 2019 12:00 UTC to June 7, 2019 
06:00 UTC (b). Examples depict one of the episodes with selected significant FFI cases of intense convective 
rainfall (as explained in Chapter 6.1.3). Intense rainfalls with FFI response were identified from June 4, 2019 
to June 6, 2019.
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servativeness and robustness of the scalar adjustment coef-
ficient averaged over whole Czechia and the time window. 
This is exactly why in some cases the adjusted radar QPEs 
are not corrected enough. In those cases, the radar-only 
rainfall estimates significantly overestimated real rainfall. 
The adjusted radar QPEs decreased this overestimation but 
not enough, and such remaining overestimation caused 
problems to the FFI operation, as demonstrated in the next 
chapter.

The adjustment coefficient does not fully correct the ra-
dar-only rainfall estimates in some cases because of the 
spatial and temporal variability of rainfall and its physi-
cal parameters, leading to the variability of the radar-rain 
gauges ratio. In some cases, the ratio between radar and 
rain gauge measurements may vary in different parts of 
Czechia. Therefore, a spatially variable adjustment coeffi-
cient was also used in the past. However, such adjustment 
coefficient did not yield good results when applied to the 
extrapolated radar-only rainfall forecasts. The problem 
with the spatially variable adjustment coefficient lies in 
different physical nature of the effects that cause radar 
rainfall under/over estimation; some are stationary over 
time (e.g., orography shielding, partial bright-band detec-
tion, evaporation of precipitation in dry low levels of the 
atmosphere), and some are variable and relate to particu-
lar precipitation clouds (e.g., specific drop size distribution 
in clouds). When the adjustment coefficient is applied to 
the radar extrapolation forecasts (up to 3 hours ahead), it 
is not possible to determine how various effects influence 
different parts of the domain and, thus, it is not clear how 
the adjustment coefficient should be applied (should it be 
stationary, or should it be changed based on radar derived 
wind field?).

There is also an issue with big temporal variability of the 
radar-rain gauge ratio. The use of moving time window for 
the calculation of the adjustment coefficient is intentional 
in order to smooth this big variability, which, otherwise, 
could cause overcorrection mainly in cases when the co-
efficient is applied to the extrapolation forecasts. On the 
other hand, there is some time delay needed to accommo-
date the adjustment coefficient to temporal changes of the 
radar-rain gauges ratio.

The variability of radar under/over estimation (radar-rain 
gauge ratio) is graphically demonstrated in Fig. 6.4.

Even though the adjustment coefficient improves the ra-
dar rainfall estimates, the best areal radar-based rainfall 
estimates are obtained through the MERGE product that 
should be used every time it is possible.

So far, the use of MERGE has only been possible in a dai-
ly step (24-hour sums) because the basic moving 1-hour 
MERGE step is too long for the FFI purposes, for which the 
shortest time interval (10–15 minutes) must be used. The 
second reason is the non-homogeneity of the MERGE data 

and the adjusted radar QPEs, as the adjusted radar QPEs 
tend to be significantly overestimated compared to the 
amounts of MERGE precipitation.

6.1.2 �Input data quality 
and reliability

When computing the soil saturation, 24-hour rainfall totals 
and actual evapotranspiration are needed. In fact, evapo-
transpiration is estimated using a model fed by other varia-
bles (proxies) measured at climatological stations (Kohut et 
al. 2011). Therefore, the quality and reliability of such data 
depend on the employed model and the input values of the 
other variables. If evapotranspiration values at a station 
appear to be suspicious in a comparison to other stations, 
such a station may be removed from the computation.

For the derivation of the areal 24-hour rainfall totals, the 
MERGE product is utilized.

Estimation of the current flash flood risk makes use of rain-
fall estimates from the adjusted radar QPEs in a time step 
of 15 minutes.

In 2014, the QPE methodology was changed regarding the 
computation of the adjustment coefficient, as well as the 
MERGE method. In addition, as already mentioned in the 
previous chapter 6.1.1, both meteorological radars were 
replaced in autumn 2015. This led to a substantial change 
in input data for FFI, see Figs. 6.5 and 6.6.

Figures 6.5 and 6.6 show the 24-hour sum from the ra-
dar-only data (top-left panel) and the 24-hour sum from 
the adjusted radar QPEs (top-right panel). The bottom pan-
el represents the final product of the MERGE method.

Figure 6.5 displays the situation before the change of the 
computation methodology and the meteorological radars 
replacement. Specifically, the 24-hour rainfall totals on 
May 28, 2014 06:00 UTC are depicted in Fig. 6.5. It was 
characteristic of this period that the raw-radar rainfall es-
timates were underestimated in comparison to real rainfall 
totals. The adjustment coefficient was treated as spatially 
variable. Apparent beams can be seen in the figure, caused 
by the radar signal interference with the signal of Wi-Fi 
transmitters.

Figure 6.6 represents the 24-hour sum of rainfall estimates 
on June 16, 2019 06:00 UTC. It shows the situation after the 
meteorological radars replacement and the change of the 
computation methodology adjusting radar data, and the 
derivation of the MERGE product. Here, on the other hand, 
the overestimation of rainfall by radar-only data can be seen 
when it comes to the comparison with real rainfall totals. In 
the new method of adjusted radar QPE product derivation, 
the variable magnitude is preserved regarding the time, but 
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only one value of the coefficient is calculated for the whole 
territory of Czechia. Its starting value is set to 1.0. Among 
other aspects, this leads to overestimation of the adjusted 
radar QPEs values in comparison to those measured at rain 
gauges, which is particularly typical for initial stages of rain-
fall events. Based on the analysis performed in 2018–2020, 

it was found that rainfall totals greater than 10 mm·day–1 
have been, on average, overestimated by about 10% by the 
adjusted radar QPEs, see more in Chapter 6.1.3.

The fact that, apart from some exceptions, the radar sig-
nal interference with the signal of Wi-Fi transmitters was 
eliminated may be considered positive. False reflections, 
e.g., from ground targets, were also reduced; they, howev-
er, may still be manifested in the data from time to time, 
e.g., from wind power plants located in the Ore Moun-
tains. This problem is, in fact, not spatially extensive, and 
it has been satisfactorily eliminated through advanced 

Fig. 6.6 Sum of 24-hour radar-only QPE (top), 
adjusted radar QPE (middle), and MERGE QPE 
(bottom) on June 16, 2019 06:00 UTC.

Fig. 6.5 Sum of 24-hour radar-only QPE (top), 
adjusted radar QPE (middle), and MERGE QPE 
(bottom) on May 28, 2014 06:00 UTC.
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signal processing of modern polarimetric radars in recent 
years.

The overestimation due to use of adjusted radar QPEs led 
to many false alarms in the FFI. Thus, after the convective 
season 2016, the threshold values in the FFI computation 
routines had to be modified/re-evaluated for the period 
2017–2020, see more in Chapter 6.4.

QPE overestimation is not limited to convective events, but 
may be present even in cases of spatially extensive strat-
iform precipitation, when the height of the zero isotherm 
decreases towards the altitude of 2 km above mean sea lev-
el and the bright-band contaminates the radar reflectivity 
product used for QPE, see Fig. 6.7. If the soil is significant-
ly saturated, this fact might results in flash flood risk false 
alarms.

The MERGE product is a combination of radar rainfall esti-
mates and ground measurements at rain gauges. Therefore, 
besides possible errors in radar measurements, it is neces-
sary to check for the errors in the measurements of auto-

matic rain gauges. The errors in such measurements might 
be quite easily detectable by human eye tracking (compar-
ing the images of the radar-only, eventually adjusted ra-
dar), but almost impossible to be successfully revealed by 
automatic algorithms.

In Fig. 6.8, the circle represents an apparent error in meas-
urement, which was likely caused by a jammed rain gauge. 
The left panel displays the 24-hour sums from the adjusted 
radar QPEs, while the right panel shows the final MERGE 
product. It is clear from the adjusted radar QPEs that there 
were rainfalls at the site of the rain gauge, even though the 
rain gauge itself measured no rainfall.

If the rain gauge is jammed, the water may flow through it 
later (possibly next day), and MERGE can show a value at 
the site of the rain gauge that does not correspond to the 
radar data.

Therefore, 24-hour sums of the radar estimates and those 
of MERGE should be human-checked and the suspicious 
values of the 24-hour sums of radar estimates should be 

Fig. 6.8 Sum of 24-hour adjusted radar QPE (top) 
and MERGE QPE (bottom) on June 16, 2019 06:00 
UTC. The circle indicates a possibly incorrect rain 
gauge measurement.

Fig. 6.7 Sum of 3-hour adjusted radar QPE (top) and 
MERGE QPE (bottom) on August 4, 2020 10:00 UTC. 
Point symbols represent locations of climatological 
and precipitation stations and the respective numbers 
are the precipitation totals over a certain period.
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Tab. 6.1 Overview of selected rainfall events in 2018, 2019 and 2020 (FFI cases).

Year
Number of 
selected 
events

Count 
of paired 

values

Mean rain 
gauge 

measured 
rainfall total 

[mm]

Mean adjusted 
radar QPE total 

[mm]

Geometric 
mean of ratios

2018 16 888 22.4 26.0 1.13

2019 17 1267 20.9 21.8 1.02

2020 22 1842 20.6 22.4 1.07

eliminated when comput-
ing the saturation indicator. 
At the CHMI, the procedures 
were put into practice that al-
low the suspicious values in 
the database to be manually 
flagged (grey-listed), which, in 
turn, does not allow such rain 
gauge data to enter the MERGE 
computation.

Detection of rain gauges that 
measure inaccurately from 
a long-term point of view is 
more difficult. Such detection is only possible by compar-
ing the measurements in the neighbourhood during a con-
siderably longer period (e.g., by comparing monthly pre-
cipitation totals). Inaccurately measuring rain gauges are 
black-listed and no longer enter the computations.

6.1.3 �The analysis of adjusted radar 
QPEs as an input to the FFI

The main purpose of this analysis was to compare the 
24-hour sum of adjusted radar QPEs provided for the FFI 
against the 24-hour precipitation totals measured at rain 
gauges for selected rainfall events in 2018, 2019 and 2020.

While the performance of the MERGE product in the FFI is 
satisfying (only optimization of the manual check of rain 
gauges is discussed), adjusted radar QPEs tend to overes-
timate the precipitation significant for the FFI, which con-
sequently leads to FFI false alarms. To analyse the problem 
in more detail, the cases with the flash flood occurrence or 
flash flood risk indicated by the FFI were identified in all 
the periods May–September 2018–2020. Every case was 
represented by 24-hour interval from 06:00 to 06:00 UTC. 
These cases were further called the ‘FFI cases’. The FFI cas-
es were defined by the following criteria:

– �24-hour rainfall totals reached or exceeded 10 mm in at 
least 10 rain gauges during particular rain event,

– �the precipitation was exclusively convective,

– �the events with stratiform precipitation, even orographi-
cally amplified, were not considered,

– �the FFI detected the risk of a flash flood or local flooding 
occurrence, or there was direct evidence of a flash flood 
occurrence.

Since adjusted radar QPEs are the main precipitation input 
into FFI rainfall-runoff modelling, it is very important to 
know the ratio between QPEs and observed precipitation, 
indicating whether QPEs are overestimated or underesti-

mated in average for events with flash flood or local flood-
ing potential.

The measured 24-hour rainfall and corresponding radar 
QPE values at rain gauge locations derived from the grid 
with the 1 km2 cell size were paired together and evaluated. 
Evaluation showed that, during the FFI cases, the adjusted 
radar QPE, on average, overestimated significant rain gauge 
measurements by about 10%, as summarized in Table 6.1. 
It was further shown that, in the FFI cases, radar-only QPEs 
also, on average, overestimated rain gauge measurements, 
as depicted in Fig. 6.1 (b). During the FFI cases, the overes-
timation of radar-only QPEs was higher than that of adjust-
ed radar QPEs. Thus, the adjustment coefficient seemingly 
corrects the radar-only estimates, but not enough.

The overestimation of adjusted radar QPEs versus actually 
measured values at rain gauges for convective events had 
to be taken into account by adjusting the parameters of the 
FFI calculations.

As the overestimation of the input data can be considered 
a  serious problem, the further development of FFI was 
therefore focused on changing the way of adjusting the ra-
dar data (Novák et al. 2021) and the possibility of using 
the MERGE product even for shorter time intervals. More 
information is given in Chapter 6.5.

6.2 �Influence of initial 
conditions setup

Setting up the initial conditions is very important for the 
correct functionality of the FFI. Its impacts are, of course, 
the greatest in the first few weeks of a warm-up period after 
the initialization of the FFI for a given season. After some 
time, the effect weakens, but it may still play an important 
role.

Because the FFI is not equipped with a component account-
ing for snow accumulation and melt, the day of activation 
is selected from those when the snow cover occurs only in 
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Fig. 6.10 Soil saturation indicator values valid for June 1, 2013 06:00 UTC.

Fig. 6.9 Soil saturation indicator values valid for April 12, 2020 06:00 UTC.
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the highest mountain ranges, which happens in Czechia 
typically in the first half of April. For the setup of the initial 
conditions, it is necessary to assess the current saturation 
of the top layer of soil over the whole territory of Czechia. In 
particular, the data from the CHMI climatological stations 
are taken into consideration where soil moisture is meas-
ured at various depths. Furthermore, one can employ the 
maps of modelled soil moisture, which are regularly pro-
duced by competent CHMI climate department experts. If 
the mountainous areas are still covered with snow, it is as-
sumed that it will start to melt in several next days, which 
is reflected in setting up the initial conditions. In addition, 
comparison is carried out between flow rates in water-
courses and their long-term monthly averages.

According to the above-mentioned information, the territo-
ry of Czechia is divided into a number of regions (ca 4–5) 
to which different CN values are assigned. In regions where 
high saturation is assumed, the values are usually close to 
CNIII, while in regions without previous winter snow cover 
and with below-normal soil moisture, the initial values of 
saturation can even be below the CNII value.

Values of the current soil saturation are further updated 
based on daily re-calculations. In the future, satellite prod-
ucts can be used as well, these can offer qualitatively dif-
ferent data of soil saturation estimates at least at the top 
layer of soil. By comparing the outputs of satellite data with 
the FFI calculations, regular verification of the values of the 
current soil saturation might be possible.

In Fig. 6.9, the estimate of initial conditions on April 12, 
2020 can be seen. The snow cover occurred only in high 
mountain ridges. This estimate was based on the fact that 
the previous winter season was characterized by small or 
complete lack of snow cover, while the snow cover virtually 
did not occur in low and mid-altitudes, and it was below 
average even in the mountain areas. At the same time, the 
winter season was above normal regarding temperature, 
while it was below normal in terms of precipitation, except 
for February. In the middle of April, river discharges ranged 
between 20 and 40% of average April values. Therefore, 
the CN values set for lowlands were estimated to be around 
CNII. Only for the highest mountain areas, the values were 
set to CNIII.

6.3 �Assessment of FFI 
performance during 
the June 2013 flood

At the beginning of June 2013, a significant rainfall-run-
off event occurred that affected western parts of the Czech 
Republic. During this situation, torrential rainfalls were 
combined with intense continuous rainfall resulting in 

widespread flooding of streams and rivers. In addition, 
catchments were highly saturated before the event due to 
significantly wet May, see Fig. 6.10.

Rainfall lasted from the afternoon hours of June 1, 2013 to 
the afternoon hours of June 2, 2013. Figure 6.11 shows the 

Fig. 6.11 Sum of 3-hour radar-only QPE (top), 
adjusted radar QPE (middle) and MERGE QPE 
(bottom) on June 2, 2013 02:00 UTC.
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Fig. 6.12 Flash flood risk assessed in individual catchment areas on June 2, 2013 02:00 UTC. The large circle 
indicates the designated area where the wind farms are in operation.

Fig. 6.13 Flash flood risk assessed for individual districts on June 2, 2013 02:00 UTC. The circle indicates the 
designated area where the wind farms are in operation.
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Year Type of risk
Days total with 
risk occurrence

FFI runs with risk 
detection

Risk level 1 
total

Risk level 2 
total

Risk level 3 
total

Risk events 
total

2017
FF 22 171 320 88 4 412

LF 36 186 429 73 29 531

2018
FF 33 398 589 326 114 1029

LF 53 514 1036 294 277 1607

2019
FF 34 379 774 285 49 1108

LF 41 364 906 183 91 1180

2020
FF 56 799 2299 911 253 3463

LF 65 778 2080 668 645 3393

Tab. 6.4 Flash flood risk and local flooding in MEPs in the period 2017–2020.

Year
Days total with 
risk occurrence

FFI runs with risk 
detection

Risk level 1 total Risk level 2 total Risk level 3 total Risk events total

2017 37 255 723 70 0 793

2018 53 626 1686 400 57 2143

2019 45 510 1672 178 35 1885

2020 68 1026 4402 888 156 5446

Tab. 6.5 General risk of flash flood occurrence in MEPs in the period 2017–2020.

3-hour sum of rainfall for the period from 23:00 to 02:00 
UTC. The top-left panel represents the radar-only rainfall 
estimates, the top-right panel displays the adjusted radar 
QPEs, and the bottom panel depicts MERGE QPE. It is ap-
parent that the radar-only QPE was considerably underes-
timated. In this time period, local torrential rainfalls oc-
curred together with intense stratiform rainfalls combined 
with a substantial convective and wind shear component.

Large area hit by rainfall combined with strong previous 
soil saturation resulted in a large number of catchments 
for which the flash flood risk was calculated. The FFI cal-
culations took tens of minutes (exceeding time slot before 
new rainfall data inputs delivery), which led to the need for 
setting up a limit of the number of catchments for which 
the computation was conducted to ensure that calculations 
were done in time. Since that situation, the FFI performs 
the selection of catchments with the highest ratio of the 
calculated Extremity Index to the IE100 value.

For comparison, re-simulation of the FFI calculations was 
carried out. The results are documented in Fig. 6.12 and Fig. 
6.13. The left panel shows the results for the run in which 
the number of catchments was not restricted. The right panel 
depicts the situation in which the selection was performed.

Fig. 6.13 proves that, when limiting the number of catch-
ments, the flash flood risk was not detected at all for some 
MEPs, eventually a lower flash flood risk was calculated. 
This is determined by the fact that the flash flood risk is 
calculated in the system of catchments, where the level of 

risk can rise downstream, which the selection procedure 
doesn’t account for.

In Fig. 6.12 and Fig. 6.13, the circle highlights the area 
where the wind power plants were operating. Meteorologi-
cal radar saw them as false targets, and specifically during 
the situation in June 2013, it resulted in the detection of the 
flash flood risk. After the replacement of the meteorological 
radars, these targets have been partially eliminated.

It must be noted that any similar extreme event (in the 
meaning of extent of affected area and total precipitation 
volume) was not observed in the territory of Czechia from 
June 2013 until the time of writing this report.

6.4 �Evaluation of the 
period 2017–2020

In the framework of a research project (Borovička et al. 
2020), detailed assessment was carried out of the FFI oper-
ation during years 2017–2019. At the end of 2020, a sim-
ilar assessment was made for the 2020 convective season. 
Tables 6.4 and 6.5 summarize all the calculations of the 
risk within the FFI application for the period 2017–2020 
for MEPs.

The least risk-inducing convective situations occurred in 
2017 for both the flash flood risk (FF) and the risk of local 
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flooding (LF). In that year no general risk of the very high 
risk level 3 was recorded either, see Tab. 6.5.

During the years 2018 and 2019, risk warnings were more 
frequent, as a result of more frequent occurrence of con-
vective situations, which also led to the substantial runoff 
from catchments.

The largest number of cases exceeding the risk threshold 
took place in the 2020 summer season. As early as during 
the spring months, rainfall was frequent, both convective 
and stratiform, and in combination with high soil satura-
tion in some regions and many significant rainfall events 
led also to significant runoff events.

The assessment for the period 2017–2020 proved that cali-
bration of the calculation parameters based on assessment 
of previous period enhanced overall performance of the 
system by reducing false alarms from radar QPE overesti-
mation in 2015 and 2016. A number of alarms caused by 
the radar inference with reflections of other than meteoro-
logical origins decreased as well.

However, it must be understood that the assessment of 
the proportion of false alarms can hardly be precise and 
fully objective. The evaluation deals with difficulties re-
garding determination of ‘reality’. Small catchments af-
fected by the flash floods are mostly without gauging. 
Supporting information is provided by reports on inter-
ventions of rescue system in the affected locality at a giv-
en time, or from publicly available pictures and videos 
from random witnesses of the flood event. If torrential 
rainfall hits an uninhabited area, where there is no hy-
drological observation, the evaluation of the FFI appli-
cation procedures performance is even more difficult. So 
uncertainty in the evaluation is likely to remain. Current-
ly, however, procedures are set to capture all very signif-
icant flash floods, in case of less significant flash floods 
certain number of undetected flash floods is anticipated. 
There was virtually no significant flash floods in the as-
sessment period for which the FFI did not calculate at 
least a level 2 or 3 risk.

It can be concluded that the FFI was operating reliably 
during most significant rainfall-runoff events in the 2018–
2020 period, but there is still work to be done to remove 
false alarms that are caused by the overestimation of the 
adjusted radar QPEs (whether in regional stratiform or lo-
cal torrential rainfall) over the territory strongly saturated 
from previous precipitation.

6.5 FFI development
Reliable input data are fundamental for successful oper-
ation of the FFI application. Therefore, adjustment meth-
od aimed at radar data is considered to remain key future 

area of development. At the same time, regular operational 
and careful data quality control of rain gauges has to be 
ensured.

As part of the research project “Hydrometeorological risks 
in the Czech Republic – changes and prediction enhance-
ments” implemented since 2019, a new method of adjust-
ing radar data has been developed. A new adjustment co-
efficient has been designed specifically for the FFI focusing 
on flash floods nowcasting. The focus has concentrated 
on prioritizing intense rainfalls, decreasing the averaging 
time window and development of a spatially variable ad-
justment coefficient.

Fig. 6.14 Comparison of FFI outputs according to old 
(MFB) and new radar data adjustment (LB).
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The new method of adjusting radar data based on Local 
Bias (LB) is described in the report by Novák et al. (2021) 
where the adjustments have been tested on four episodes 
which occurred in 2020. The results are promising in the 
sense that there could be a significant reduction in false 
alarms in cases of heavy stratiform precipitation in the con-
ditions of high soil saturation (see Fig. 6.14).

Another quality improvement of the radar QPE input into 
the FFI will be achieved by splitting the 1-hour MERGE 
product into shorter 10-minute sums. When dividing 
1-hour sums of the MERGE into 10-minute intervals, cor-
responding 10-minute radar-only sums are used in each 
interval as specific weights.

These divided 10-minute MERGE intervals should be even 
more accurate than adjustment fields, but they are not 
available for approx. the last half an hour and for the now-
casting6. For this time span, the adjusted radar QPE based 
on the new adjustment method (LB) will be used.

Radar QPEs based on the new adjustment method as well 
as on the divided 1-hour MERGE product enter the FFI cal-
culations from the convective season 2022. As these new 
QPEs are qualitatively and quantitatively new input data, 
qualitatively different outputs regarding the flood risk esti-
mation can also be expected. These outputs will need to be 
closely monitored and after their evaluation, and recalibra-
tion of some FFI parameters, can be applied.

6	� The implemented nowcasting method performs only trajectory extrapolation of already existing thunderstorm cells, therefore it 
cannot capture their development.

A diagram of the radar-based 
QPE and QPF processing as 
an input into FFI is shown in 
Fig. 6.15. This figure describes 
MERGE2 method and radar 
QPE/QPF adjustment as de-
scribed in Chapters 6.1.1 and 
6.1.2 and also MERGE QPE 
splitting.

As already mentioned, the set-
up of initial conditions is very 
important, regarding main-
ly the soil saturation, which 
significantly influences the 
further development of the 
saturation values during the 
year. Thus, from a viewpoint 
of better reliability of the de-
tection of the flash flood risk, 
it is suitable to choose the 
initial conditions concerning 
the saturation state based on 
a thorough analysis of soil 
moisture measurements. In 
the future, the utilization of 

satellite products is planned for the evaluation of the in-
itial soil saturation during April, when the FFI is usually 
activated. If the satellite imagery proves to be usable, the 
verification of the saturation during the year may eventual-
ly be also enabled.

With respect to relative time-consuming calculations per-
formed by the FFI, it is necessary to operate the FFI appli-
cation on a powerful server, which may further shorten the 
interval of computation as well.

Public outreach is equally important to ensure the effective 
use of the system by the end-users. While basic informa-
tion about FFI and benefits it brings are presented at web-
page of the CHMI or through social networks, further efforts 
need to be invested in direct access to and feedbacks from 
priority user group of local administrations.

Fig. 6.15 Diagram of the radar-based QPE/QPF processing as an input data into 
FFI.
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7. Conclusion

The main task of the FFI (Flash Flood Indicator) system is 
to detect the potential flash flood risk. The system was de-
veloped between 2008 and 2011 and was put into testing 
in June 2010.

The system consists of the following main components:

– �calculation of the current soil moisture conditions over 
an area in a daily step based on the water balance of rain-
fall, runoff and actual evapotranspiration,

– �calculation of potentially dangerous amounts of rainfall 
of durations of 1, 3 and 6 hours, which may cause signif-
icant surface runoff,

– �an estimate of the general flash flood risk based on 
10-minute radar rainfall estimates (including nowcast-
ing) and defined runoff thresholds. The general flash 
flood risk is computed as a combination of the local flood-
ing risk and the flash flood risk by using the schematic of 
hydrologically connected river basins and reaches.

Individual procedures can be run either interactively (us-
ing the GIS environment) or as scheduled tasks.

Outputs from procedures of calculation of actual soil mois-
ture conditions, potential rainfall estimates and the flash 
flood risk are presented in several ways:

– on the CHMI website,

– �through the web map application ‘Flash Flood Indicator’ 
on the hosting ArcGIS Online web,

– through the CHMI mobile application.

The operation of the FFI application was in detail assessed 
for the period 2017–2020, from which following conclu-
sions may be drawn:

– �routine operation of the system runs without problems, 
though the calculations are time consuming and require 
adequate hardware,

– �input data must be subject to regular operational quality 
checks (which applies particularly to rain gauge data), 
which would reduce some significant errors in the system 
outputs,

– �adjusted radar QPEs were mostly overestimated, which 
caused, under some circumstances, incorrect assessment 
of the flash flood risk (false alarms),

– �satellite data could be used to guess the initial conditions 
as well as to regularly verify the state of soil saturation,

– �the operation of the FFI will further be thoroughly as-
sessed in order to better specify its parameters and to op-
timize the calculation procedures.

As part of the research project “Hydrometeorological risks 
in the Czech Republic – changes and prediction enhance-
ments” implemented since 2019, a new method of adjust-
ing radar data has been developed. This method, based on 
spatially variable adjusting coefficient, will significantly re-
fine precipitation estimates and reduce the number of false 
alarms based on already acquired experience.

The next expected improvement of precipitation estimates 
is related to the data from the MERGE method, when 1-hour 
MERGE sums are interpolated into shorter intervals.

Radar precipitation estimates based on the new adjust-
ment method as well as the interpolated 1-hour MERGE in 
a time step of 10 minutes have already been prepared and 
entered into the FFI calculations since the convective sea-
son 2022. Due to the radical qualitative change in the input 
data, a detailed evaluation of this season will be carried out 
before the start of the convective season 2023.

The authors plan to update this document depending on 
the future development of the Flash Flood Indicator.
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